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Outline

d Motivating examples
— Ignition kernel from combustion
— Accelerated particles in a laser wakefield particle accelerator
 Indexing techniques
— Indexing is useful
— But, there are challenges at exascale
d General data access
— Working systems: Google/Hadoop, Database systems, SciDB
— Planned projects: CODES, DMD, Damsel, Damasc

dWhat is missing in the current research work
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http://ieeexplore.ieee.org/xpl/freeabs_all.jsp?arnumber=1214955�

Tracking Particles in Accelerator

dSimulation of laser wakefield particle accelerator designed to
replace LHC with something that fits in a single room

d Compute the trajectory of billions of particles in realistic
configuration under laser pulse

d Example data analysis task: locate a few thousands of particles
with high speed at the end of simulation and track their
progression through simulation
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Indexing Can Help: Example with Particle Tracking
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1 Collaboration between SDM and VACET centers
— Query driven visualization

1 Use FastBit indexes to select and track the most interesting particles

— 100 - 1000 X faster than brute-force approaches
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Data Access Challenges:
Indexing Is Only a sman Part of the Story
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Parallel Hardware Further Complicates the Picture

AN example of computer system at NERSC
— Scalable Units (SUs) are compute nodes
— Disk storage are connected through network and shared with other computers
OIndexing systems typically reduce the number of bytes accessed by accessing
them in smaller chunks, however, parallel file systems prefer larger chunks
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Example Parallel Database System: Netezza
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http://prod.sandia.gov/techlib/access-control.cgi/2006/061853.pdf�
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MapReduce System

User
Program
(1) fork . . .. (1) fork
—— - (ifork
@) .- . @
assign assign

- map reduce

split 0 (6) write output
e : bl
P 3) read (4) local write
split 2 — @
split 3
b output
split 4 file 1
| s ................................... [nput J\,’lap ]ntermediate ﬁ[es Reduce Output
_;,} |,ﬁ files phasr (on local disks) phase files

BEERKELEY LAB


http://dx.doi.org/10.1145/1327452.1327492�

SciDB: Database with Array Data Model

« Goal: a database system for scientific applications

o Key features:
— Array-oriented data model
— Append-only storage
— First-class support for user-defined functions
— Massively parallel computations
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Active DOE Project:
Co-Design of Multi-Layer Exascale Storage (CODES)

¢ Goal: a detailed, accurate, parallel simulation toolkit for storage systems
¢ Take-away message
— Storage systems are complex, and likely to become more complex

— Separate physical storage from logical data to allow automated
performance optimization
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Lang et al 2011 : Storage network and storage 100,000s of Storage devices
nodes provide 10-100 TB/s store application data
Applications can stage data aggregate bandwidth persistently, combination of
on NMode-local storage disk drives and solid-state

1000s of Si:urage nodes
100s of Compute racks 1000s of Gateway nodes (either commeodity servers or enterprise
run application tasks on as aggregate |/O of compute cores, storage) manage storage devices, provide
many as |00 million cores perform /O to storage system reliability and high performance I/O


http://exascaleresearch.labworks.org/uploads/dataforms/A_OPH_ANL_CODES_110215.pdf�

Active DOE Project: DMD

. DRAM
dPremise: data movement

dominates energy cost

[ Goal: reduce cost by
— 3D integration
— optical chip-to-chip
communication
— In memory computation

Processing

Option 2
1 Take-away message: avoid
moving data
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http://exascaleresearch.labworks.org/uploads/dataforms/A_OPH_SNL_DMD_110214.pdf�

Active DOE Project: Damasc

« Goal: add data management services to parallel file

systems ’
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http://exascaleresearch.labworks.org/uploads/dataforms/D_OPH_UCSC_Damasc_110215.pdf�

Active DOE Project: Damsel

L Goal: improve user productivity through better support of complex
data models
L Approach:

— Constructing a unified, high-level data model for common
computing science applications

— Constructing a storage system for data models

 Motivating example

— Storing geodesic grid in NetCDF files; forcing hexagonal cells of
geodesic grid into 2D regular array

— Needs better data model support to capture the original structure of
geodesic grid

______________


http://exascaleresearch.labworks.org/uploads/dataforms/X_OPH_NU_Damsel_110211.pdf�

Active DOE Project:
Non-Hierarchical File System

dPremise: the hierarchical structure of existing file is fundamentally
contradicting with massive-level of concurrency required for
exascale file systems

d Goal: a new dynamic non-hierarchical file system design
d Features of the new file system:
— Flat name space

— Integrated indexes
— Robust metadata and provenance

1 Take-away message
— Built-in indexes for data and metadata are good for performance

______________



http://exascaleresearch.labworks.org/uploads/dataforms/D_OPH_UCSC_NHFS_110214.pdf�

Why They Are Not Ready for Exascale?

 Existing work

— Parallel database systems: couldn’t run large simulation programs

— MapReduce systems: don’t match existing parallel programming
model; designed for data analysis, not for extreme scale computation

JPlanned work

— CODES aims for a simulator of storage system, not a practical
storage system

— DMD studies hardware, not implementing system software

— Damasc intents to provide declarative analysis interface with byte
stream interface at the file level

— Damsel provides a data model library, not a full analysis system

— The non-hierarchical file system needs a logical data model to index
data, not just metadata

S



What Have We Learned?

(1 Need a smoother transition to exascale
— MapReduce leaves out too many computational projects
— MPI likely continue to be used

(1 Need better data models
— SciDB, Damasc and Damsel all provide new data models

— Damasc and Damsel rely on existing file systems which make lower
level optimization hard to do

dMove as few bytes as possible

— In-situ data processing, near-line monitoring and steering, query-
driven visualization

 Separate physical data organization from its logical view
— Allow for automated optimization on complex storage systems
— Better support for high-level data models

S



What Might Work?

 Computational model: hybrid MPI and thread parallelism
— Implication = chechpointing I/0 will need a new file system
(PLFS?)
 Data model: need a simple and consistent logical data
— Array data model is likely the most acceptable for exascale

— It is compatible with popular data file formats such as HDF5 and
NetCDF

— SciDB could be something to imitate

1 System service:
— New file systems to handle both read and write accesses gracefully
— Support logical data models, but free to optimize physical storage

S
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